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Some basics of closed quantum systems"

•  Characterized by a well-defined quantum state Ψ in a finite or infinite 
state space H;    Ψ –> state vector |Ψ >.	



•  Dynamics is given by the time-dependent Schrödinger equation, 
 
 
 
where H is the Hermitean system Hamiltonian, and also the generator 
of unitary time evolution"

•  This time evolution is deterministic and reversible."

•  Although the system is closed, external influence is still allowed 
(desribed classically, e.g. pulsed and chirped E and B fields) while H 
remains Hermitean."

|Ψ(t)� = U(t, t0)|Ψ(t0)�, U(t, t0) = T e−i
R t

t0
dt

�
H(t�)/�

i�d|Ψ(t)�
dt

= H|Ψ(t)�
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Density operator"

•  An equivalent way to describe the system is the density operator:  
 
 
for which the dynamics are given by the Liouville-von Neumann 
equation  
 
 
which is just 1-to-1 equivalent with the Schrödinger equation. 
"

•  One can see that " "            which defines the concept 
of a pure state. 
"

•  In some basis              the density operator can be written in terms of 
its matrix elements, hence an alternative name density matrix: 
"

ρ̂ = Îρ̂Î =
�

m,n

|ϕm��ϕm|ρ̂|ϕn��ϕn| ≡
�

m,n

ρmn|ϕm��ϕn|

{|ϕm�}

Tr(ρ̂) = Tr(ρ̂2) = 1

ρ̂(t) = |Ψ(t)��Ψ(t)|

i�dρ̂

dt
= [H, ρ̂]
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Populations and coherences"

•  In the basis              the pure state is written as a superposition 
 
 
 
and thus we have 
"

•  Clearly the diagonal elements (m=n) describe the probabilities, and 
the off-diagonal elements (m≠n) relate to the complex nature of the 
amplitudes. Thus they are often called populations and coherences, 
respectively. 
"

•  Expectation values for observables are obtained as"

{|ϕm�}

|Ψ(t)� =
�

m

cm(t)|ϕm�

�A� = Tr(ρ̂Â) =
�

m�ϕm|ρ̂Â|ϕm�
=

�
m,n�ϕm|ρ̂|ϕn��ϕn|Â|ϕm� =

�
m,n ρmnAnm

ρmn = cmc∗n
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Decoherence in a closed system"

•  Coherence is associated with the accuracy of the phase relations. 
Thus in a closed system there should not be any decoherence as a 
matter of principle. 
"

•  Consider a system that is initially (t=0) in a superposition of the energy 
eigenstates of its Hamiltonian: 
 
 
At a later time t we have 
 
 
 
This phase evolution does no affect the populations of the energy 
states, and it is often called the dynamical phase. 
"

•  For multiterm superpositions and incommensurate values of 
eigenenergies we get phenomena labelled often as decoherence."

H|ϕm� = Em|ϕm�, |Ψ(0)� =
�

m

cm(0)|ϕm�

|Ψ(t)� =
�

m

cm(t)|ϕm�, cm(t) = e−iEmt/�cm(0)
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Oscillating wave packets"
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Oscillating wave packets"
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Oscillating wave packets"
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Oscillating wave packets"
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Oscillating wave packets: Revivals"
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Quantum carpets in a square box"
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Decoherence in closed systems"

•  Loss of coherence is simply dephasing of oscillators that have initially 
the same phase, but due to different and incommensurate frequencies 
start to oscillate out of phase. 
"

•  For the wave packet the “measure of coherence” is e.g. <x>, which 
first oscillates but soon settles to some mean value until oscillations 
might be revived. 
"

•  Other systems: "
•  Jaynes-Cummings model: a two-level atom + a single cavity mode 

in a superposition of photon numbers: initially the atomic 
populations oscillate, then collapse to an apparent steady state, 
but can be revived partly or fully later."

•  Spin-echo: Ensemble of spins with slightly different precession 
frequencies around a B field. Leads to dephasing in time T, but by 
flipping the spins the time evolution is reversed, and at time 2T the 
spins are in-phase again."
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Decoherence in closed systems"
4.5 Fully quantum-mechanical model; the Jaynes–Cummings model 97
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(a) Fig. 4.7. (a) Atomic
inversion with the field
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n̄ = 5. (b) Same as (a) but
showing the evolution for
a longer time, beyond the
first revival. Here, T is the
scaled time λt.
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where the spread of frequencies is responsible for the “dephasing” of the Rabi
oscillations. For the coherent state, "n = n̄1/2, and with

#(n̄ ± n̄1/2) ! 2λ[n̄ ± n̄1/2]1/2

= 2λn̄1/2

[
1 ± 1

n̄1/2

]1/2

! 2λn̄1/2

(
1 ± 1

2n̄1/2

)

= 2λn̄1/2 ± λ (4.128)
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where the spread of frequencies is responsible for the “dephasing” of the Rabi
oscillations. For the coherent state, "n = n̄1/2, and with

#(n̄ ± n̄1/2) ! 2λ[n̄ ± n̄1/2]1/2

= 2λn̄1/2

[
1 ± 1

n̄1/2

]1/2

! 2λn̄1/2

(
1 ± 1

2n̄1/2

)

= 2λn̄1/2 ± λ (4.128)

C.C. Gerry & P.L. Knight: "
Introductory Quantum Optics, CUP, 2004"
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Composite (multipartite) systems"

•  In many cases we can partition the system into subsystems and 
consider them separately. A prime example is a quantum register 
made of several individually addressable and controllable quantum 
bits (qubits). 
"

•  Then quantum correlations such as entanglement between 
subsystems can then emerge. 
"

•  All knowledge about a subsystem is obtained by tracing out the other 
degrees of freedom (partial trace). Unless the subsystem is totally 
uncorrelated with the rest of the system, its description is now possible 
only through a density operator: we have a mixed state (even if the full 
system is closed and in a pure state). 
"

•  Now " " " "and "
"

Trρ̂2
reduced ≤ 1 = Trρ̂reducedρ̂reduced = Trpartialρ̂
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Open quantum systems"

•  Typically the quantum bits in a register, each in the general form  
 
 
 
are initially in a product state at t=0, and then via logic operations 
involving one or two qubits they evolve into an entangled state for t>0. 
"

•  Even in a large register (N qubits) all degrees of freedom are in 
principle tractable. 
"

•  For our purposes we can define an open quantum system as such that 
the rest of the system is for all practical purposes too large to be 
tractable, but the subsystem at hand is something we can access and 
describe. 
"

•  The rest of the system is often called environment or reservoir and the 
subsystem is then called system. "

|ψ�m = eiηm

�
cos

�
θm

2

�
|0� + eiϕm sin

�
θm

2

�
|1�

�
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Open quantum systems: Basics"

•  We assume that the system S and its environment E do not have 
overlapping state spaces, i.e., 
 
"

•  We can identify the Hamiltonian of the total system as  
 
"

•  The description of S (all our information about it) is now given by the 
reduced density operator 
 
"

•  It is important to note that if " "    , we will have 
independent density matrix elements. It means that a problem that 
may be tractable with a state vector is no longer so for density matrix."

H = HS ⊗HE

H = HS ⊗ IE + IS ⊗HE + HSE

ρ̂S = TrE ρ̂

Dim(HS) = D D2 − 1
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About quantum ensembles"

•  Quantum mechanics is a probabilistic theory and embodied in the 
probabilities on being in some state        :  
 
"

•  The advantage of the density operator description that we can 
generalize the description to include both quantum and other types of 
probabilities.  
"

•  One useful fact is that we can consider the mixed state as a 
probabilistic sum of pure states. 
"

•  There are two ways to approach this description."

|Ψi�
pi = |�Ψi|Ψ�|2
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About quantum ensembles"

•  Consider first an ensemble of quantum states, in which a particular 
state "      occurs with probability/weight pi .  
"

•  Then for an observable A we have 
 
 
 
where the density operator is written in terms of states 
 
 
 
and we can consider it as an ensemble average of state projectors:"

|Ψi�

ρ̂ =
�

i

|ψi� pi�ψi|

�A� =
�

i

pi�Ψi|Â|Ψi� ≡ Tr(ρ̂Â)

ρ̂ = |Ψ� �Ψ|
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About quantum ensembles"

•  Consider now an ensemble of N quantum systems, in which a 
particular ensemble member k is in a state  
"

•  Then we have 
 
 
where the density operator is written in terms of the states of individual 
ensemble members. 
"

•  Thus we have either a sum over the occurrence of quantum states or 
sum over individual systems in the ensemble (ensemble members). 
"

•  If we consider that Nk ensemble members are in the same state as 
system k, we see that the two viewpoints are connected by writing"

|Ψ(k)�

ρ̂ =
1
N

�

k

|Ψ(k)� �Ψ(k)|

pi =
Ni

N
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The effects of the environment"

•  A very typical form for the system-environment coupling is 
 
 
"

•  The effect that the environment can have on the system is then given 
by the system operators  
"

•  One can roughly consider two different effects: 
 
Change of state in the system: This usually means a change of an 
energy state and thus relates to energy exchange between S and E. 
Typically energy dissipates into the environment, but in general, 
especially if the environment is in thermal equilibrium, the system is 
driven to a thermal equilibrium with the environment. 
– example: spontaneous emission of photons by atoms and molecules"

HSE =
�

k

Â
S
k ⊗ B̂

E
k

ÂS
k
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The effects of the environment"

•  Pure decoherence: The populations of individual states are not 
affected, but the related coherences are affected (usually by loss of 
coherence) 
– example: atomic collisions 
"

•  A typical effect is phase diffusion. Consider a quantum bit that goes 
through a transition 
 
 
Here "    is a random change in phase due to HSE. This is equivalent to"

c0|0�+ c1|1� ⇒ c0|0�+ c1 exp(iϕ)|1�
ϕ

ρ̂⇒
�

ρ00 exp(−iϕ)ρ01

exp(iϕ)ρ10 ρ11

�



Department of Physics and Astronomy 
University of Turku, Finland 

Phase diffusion"

•  For a distribution of random phases we must average: 
"

•  If the distribution is Gaussian, we actually obtain 
 
 
 
and  
 
 
 
which simply states that 
 
 
"

•  Note that the coherences decay with time while populations are not 
affected. In the end weʼll have only populations, i.e., a classical density 
matrix only."

exp(iϕ) ≡ α

α = 1 + iϕ− 1
2
ϕ2 + ... ∼ exp

�
−ϕ2

2

�

ϕ2 =
∞�

−∞

ϕ2W (ϕ, t)dϕ = 2Dt

ρ̂⇒
�

ρ00 exp(−Dt)ρ01

exp(−Dt)ρ10 ρ11

�
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Decoherence"

•  There is an important bias in the two mechanisms highlighted by the 
simple phase diffusion example:  
 
Phases can erode without affecting state populations, but changes of 
state will always affect the coherence as well.  
 
Thus in general we consider both mechanisms (state change and pure 
decoherence) as forms of decoherence. 
"

•  There is also a third type of mechanism, which is characterized by 
non-preservation of the norm (particle number) of the quantum 
system. Examples are e.g. in laser spectroscopy with a “truncated” set 
of levels, with decay out and pumping in of population, and 
multiparticle systems where particles can actually be removed or 
added. "
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Decoherence and quantum bits"

•  As we know already, a quantum bit (qubit) is just a two-state system, 
equivalent to a spin-1/2 particle in theoretical description.  
"

•  Operations affecting a qubit can be given in terms of the Pauli 
operators: 
 
 
"

•  These operators allows one to represent the state of a single qubit as 
 
 

" " "where " " "and  
 
"

•  This gives the Bloch vector description of a qubit, applicable to both 
pure and mixed states. "

σx =
�

0 1
1 0

�
; σy =

�
0 −i
i 0

�
; σz =

�
1 0
0 −1

�
.

ρ̂ =
1
2

�
1 + �R · �σ

�
�σ =




σx

σy

σz



 Ri ≡ Tr(ρ̂σi)
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Bloch sphere"

•  For pure states of a qubit we can write further that 
 
 
 
 
 
 
"

•  Clearly the z-component of the Bloch vector gives population 
inversion, and x- and y-components are the coherences. 
"

•  The length of the vector is unity for a pure system and thus it resides 
on the surface of a unit sphere (Bloch sphere). 
"

•  For mixed systems, even though probabilities are conserved, the 
length of the Bloch vector is less than unity. "

Rx ≡ �ψ|σ1|ψ� = c∗0c1 + c0c∗1 = sin θ cos ϕ,

Ry ≡ �ψ|σ2|ψ� = i (c0c∗1 − c1c∗0) = sin θ sin ϕ,

Rz ≡ �ψ|σ3|ψ� = c0c∗0 − c1c∗1 = cos θ.
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Bloch vector dynamics"

•  The Bloch vector was originally used to describe the dynamics of a 
spin in external magnetic fields. 
"

•  Usually one has a constant field in z-direction that separates the spin-
up and spin-down energy states due to Zeeman effect, and then an 
applied (and weaker) coupling field. The latter field is often pulsed and 
oscillating or rotating in the xy-plane.  
"

•  Assuming a B-field, we can write the equation of motion for the Bloch 
vector for a pure state as 
 

" " 
 
where the effective field vector in terms of the qubit Hamiltonian is"

H =
�

H00 H01

H10 H11

�

�B = {(H01 + H10), i(H01 −H10), (H00 −H11)} = Tr(H�σ)

d�R

dt
= �B × �R
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Irreversible Bloch vector dynamics"

•  In NMR physics one can identify the two previous decoherence 
mechanisms as longitudinal and transverse relaxation, and write the 
full open quantum system equation of motion as 
 
 
 
where"          is the equilibrium (infinite time) value of the population 
inversion and the time scales T1 and T2 are the longitudinal or energy 
relaxation time scale and transverse or phase relaxation time. 
 
Typically T1 > T2 so that coherences are lost much faster than the 
populations are affected. 
"

•  We shall return to this equation again later with a more rigorous 
treatment of the reduced density operator dynamics."

d

dt
�R = �B × �R− 1

T1
(Rz −Rz,0)êz −

1
T2

(Rxêx + Ry êy)

Rz,0



Department of Physics and Astronomy 
University of Turku, Finland 

Quantum channels"

•  The spin terminology has led to the terms such as " "   noise 
for change of state and pure decoherence. 
 
In quantum information one often considers dynamical processes 
(especially transmission) as quantum channels that can be given the 
generalized measurement or Kraus operator description. The open 
system dynamics are mainly considered as channel-induced errors. 
Then the appropriate terms are bit flip error and phase flip error, 
respectively.  
"

•  We can define a set of POVM operators so that 
 

" " " " " 
 
where"

σx and σz

ρ̂⇒
�

µ

pµAµρA†
µ =

�

µ

ÃµρÃ†
µ

Ãµ = √pµAµ,
�

µ

Ã†
µÃµ = 1
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Physical environments"

•  The spin system is one example of a physical quantum system 
embedded in an environment. 
"

•  Another example is formed by the electronic states of atoms, 
molecules and even quantum dots that couple to the surrounding 
electromagnetic degrees of freedom, even to the vacuum 
(spontaneous emission)."

•  Many systems surrounded by solid state structures interact with the 
phonon excitations of the environment (spins, trapped charged 
particles, photons in a cavity). 
"

•  Thus it is convenient to assume that the system is coupled (weakly) to 
some quantised bosonic excitations (photons, phonons, magnons etc.) 
that have also some spectral density. "
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Some concepts for future use"

•  The bosonic field excitations are described by creation and 
annihilation operators for each mode of the field (labelled with wave 
vector k, which corresponds to a frequency ω of the mode):"

•  There may be other degrees of freedom such as polarization that add 
to the spectral density "        (also known as           depending whether 
it also contains the frequency-dependence of the system-environment 
coupling). 
"

•  The operators change the field energy by "          and they obey the 
bosonic commutation relations 
"

b̂†k, b̂k

J(ω) G(ω)

±�ω

[b̂k, b̂†k� ] = δk,k�
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More concepts for future use"

•  Quantum bits and other two-level systems are extensively treated with 
the Pauli matrices. A few relations and definitions are good to keep in 
mind: 
 
 
where indices I,j,k can be cyclically permutated. 
"

•  Also they are traceless but 
 
 
holds. 
"

•  Finally, we can define state change operators for the two level system 
in the form"

[σi, σj ] = 2iσk

Tr(σiσj) = 2δij

σ+ =
1
2
(σx + iσy), σ− =

1
2
(σx − iσy)

σ2
i = 1
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Example: Qubit and pure decoherence"

•  This model has been studied under variety of contexts, such as the 
spin-boson model, and double-well tunnelling model by Caldeira and 
Leggett.  
"

•  Here I follow the description given in G.M. Palma et al., Proc. R. Soc. 
Lond. A 452, 567 (1996) 
"

•  We assume a thermal reservoir of bosonic excitations (RT ) and write 
the total Hamiltonian as  
 
 
 
"

•  We also make the important assumption that the reservoir is large and 
its state is not affected by the system and initially to total system 
density operator is"

H =
1
2
σzω0 +

�

k

b
†
kbkωk +

�

k

σz(gkb
†
k + g

∗
kbk)

assumed to be in the form

�(0) = ρ(0)⊗
�

k

RkT , (11)

where RkT is the thermal density matrix of the k mode of the field and

we have taken advantage of the fact that the density operator of the field

in thermal equilibrium factorizes into the tensor product of the density

operator of each of its modes.

We assume that the dynamics of a single qubit + environment is described

by the following Hamiltonian

H =
1
2σzω0 +

�

k

b
†
kbkωk +

�

k

σz(gkb
†
k + g

∗
kbk) (12)

where the first and the second term on the r.h.s. describe respectively the

free evolution of the qubit and the environment, and the third term describes

the interaction between the two (bk, b
†
k are now creation and annihilation

field operators, here and in the following we put h̄ = 1). Hamiltonian (12) is

equivalent to the one introduced in connection with the tunnelling problem

(Leggett et al. 1987, Gardiner 1991) and used to model decoherence in

quantum computers (Unruh 1995).

Since [σz, H] = 0 the populations of the qubit density matrix, ρ(t) = TrR�(t)

are not affected by the environment and the coupling with the environment

in our model simply erodes quantum coherence. This means that also in

our fully quantised model there is no exchange of energy between qubit and

environment and consequently no T1 type of decay takes place. This is not

a limitation of the model since, as will became clear in the following, it

describes adequately the decoherence mechanism which usually takes place

on a shorter timescale than the energy dissipation. Furthermore this model

is exactly soluble and allows a clear analysis of the mechanism of entangle-

ment between qubit and environment which is believed to be at the core of

most decoherence processes.

We will postpone a detailed discussion on the form of the coupling gk be-

tween qubit and field modes which will depend on the specific characteristics

of the physical system.

8
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Example: Qubit and pure decoherence"

•  As usual, it is best to move to interaction picture in which the time 
evolution becomes 
 
 
 
 
 
 
 
with"

In order to study the time evolution of our system it will be convenient to

move to the interaction picture, where the time evolution operator takes

the form

U(t) = exp

�

−i
� t

o

�

k

σz

�
gkb

†
ke

iωkt�
+ g∗kbke

−iωkt�
�
dt�

�

(13)

= exp

�

σz
1
2

�

k

�
b†kξk(t)− bkξ

∗
k(t)

��

with

ξk(t) = 2gk
1− eiωkt

ωk
. (14)

Here U(t) can be described as a conditional displacement operator for the

field, the sign of the displacement being dependent on the logical value of

the qubit. In particular for any pure state | Ψ� of the field

U(t) | 0� ⊗ | Ψ� = | 0� ⊗
�

k

D(−1
2ξk(t)) | Ψ�

U(t) | 1� ⊗ | Ψ� = | 1� ⊗
�

k

D(+
1
2ξk(t)) | Ψ� (15)

where the displacement operator D(ξk) is defined as

D(ξk) = exp

�
b†kξk − bkξ

∗
k

�
. (16)

The above discussion makes it clear that U(t) induces entanglement between

qubit states and field states. For example, if at time t = 0 the state of the

system composed by the qubit and the k mode of the field is the tensor

product of a general qubit state times the vacuum state for the field mode,

then the interaction Hamiltonian will, at time t, generate an entangled state

(c0|0�+ c1|1�)⊗ |0k�
U(t)�−→ c0|0�|− 1

2ξk(t)�+ c1|1�| +
1
2ξk(t)�) (17)

where |1
2ξk(t)� is a coherent state of amplitude

1
2ξk(t). Such correlations

between qubit and environment cannot be accounted for in the semiclassi-

cal approach outlined at the beginning of this section. It is precisely this
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Example: Qubit and pure decoherence"

•  Here U(t) is a conditional displacement operator for the field, and the 
action depends now on the qubit state. For an unentangled pure state 
we get  
 
 
 
 
 
with the displacement operator"
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Example: Qubit and pure decoherence"

•  This means simply that the time evolution entangles the qubit with the 
environment. For example, at T = 0 we have only vacuum and thus 
 
 
 
where "  is a coherent state of field."

1 ! 1 !

0 ! 0 !
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Example: Qubit and pure decoherence"

•  Let us next look at the system density matrix elements, and especially 
the coherences as no bit flips are created by the interaction. 
"

•  We now have 
 
 
 
and especially 
 
 
 
 
"

•  It is noteworthy that so far there has been no approximations, only the 
assumption of an initial product state."

responsible for the decoherence process. Indeed the off-diagonal elements

of the reduced density matrix of the qubit decay due to the fact that the

overlap between the different field states with which the qubit becomes en-

tangled diminishes in time. We can formulate in rigorous terms the analysis

we have outlined above by taking into account all the field modes in ther-

mal equilibrium. The matrix elements of the reduced density operator of

the qubit are defined as

ρij(t) = �i |TrRU(t)�(0)U−1
(t) | j� . (18)

Using Eq.(15) we check that, as anticipated, ρ00(t) = ρ00(0), ρ11(t) = ρ11(0)

and for the coherence ρ10 we obtain

ρ10(t) =
�

k

Trk{RkT D(ξk(t))}ρ10(0)

= e−Γ(t)ρ10(0). (19)

Equation (19) is exact, i.e. no approximation has been made to obtain it.

To evaluate exp{−Γ(t)} we have to calculate the average value of the dis-

placement operator for each mode in a thermal state. This is also known as

the symmetric order generating function for a harmonic oscillator in thermal

equilibrium (Hillery et al. 1984, Gardiner 1991). It can be shown that

Trk{RkT D(ξk)} = exp

�

− |ξk|2

2
coth

�
ωk

2T

��

, (20)

(we put the Boltzmann constant kB = 1). Thus, in the continuum limit

Γ(t) ∝
�

dk|gk|2 coth

�
ωk

2T

�
1− cos ωkt

ω2
k

∝
�

dω
dk

dω
G(ω)|g(ω)|2 (1 + 2�n(ω)�T )

1− cos ωt

ω2
(21)

where G(ω) is the density of modes at frequency ω (we have dropped the

superfluous index k), �n(ω)�T = exp(−ω/2T )cosech(ω/2T ) is the average

number of field excitations at temperature T and (dk/dω) is the dispersion

relation. In Eq.(21) we can separate the effects due to thermal noise from

the one due to purely quantum fluctuations. This formal separation allows

us to identify the existence of various timescales in the decoherence process
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Example: Qubit and pure decoherence"

•  It can be shown that for a harmonic oscillator in a thermal equilibrium 
 
 
 
when setting Boltzmann constant to unity. 
"

•  In the continuum limit we get finally 
 
 
 
 
 
with  
 
 
and G(ω) is the spectral density of the environment."
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Example: Qubit and pure decoherence"

•  To get some results from the general expression we assume that 
 
 
"

•  It is important to note that we have introduced a cut-off function to the 
spectrum, which effectively (as one will see) determines the limiting 
time scale with which the environment can affect the system. 
"

•  If we further set n = 1, weʼll get  
 
 
 
leading to an analytical expression"

(see also Unruh 1995). Let us first note that thermal fluctuations can affect
the qubit dynamics only for times longer than the characteristic thermal
frequency T . For t < T−1 only vacuum quantum fluctuations contribute to
the dephasing process.

Furthermore the quantity G(ω)|g(ω)|2 is in general characterized by a cut-
off frequency whose specific value depends on the particular nature of the
physical qubit under investigation. For example if the noise field is a phonon
field the natural cutoff can be identified with the Debye frequency. More
generally we can think of the cutoff as due to some characteristic length
scale in our system below which the qubit-environment coupling decreases
rapidly. Therefore we assume (dk/dω)G(ω)|g(ω)|2 ∝ ωne−ω/ωc . The expo-
nent n will depend on the number of dimensions of the field. In our analysis
we will concentrate our attention to the case of one-dimensional field, for
which n = 1 and of three-dimensional field, for which n = 3. It is evi-
dent that the so-called quantum vacuum fluctuations will contribute to the
dephasing process only for times t > ω−1

c .

We can identify three time regimes of decoherence:

• a ”quiet” regime, for t < ω−1
c , where the fluctuations are ineffective in

the decoherence process

• a quantum regime, for ω−1
c < t < T−1, where the main cause of

coherence loss are the quantum vacuum fluctuations

• a thermal regime, for t > T−1, where thermal fluctuations play the
major role in eroding the qubit coherence.

In order to have some semiquantitative picture of the time dependence of
the decoherence we need to specify the frequency dependence of the density
of states and of the coupling. The case of one-dimensional field (n = 1) has
already received some attention in literature, in this case

Γ(t) ∝
�

dωe−ω/ωc coth
�

ω

2T

�
1− cos(ωt)

ω
. (22)

An analytic solution of (22) can be obtained in one dimension in the low
temperature limit (ωc � T ):

Γ(t) ∝ ln(1 + ω2
c t

2) + 2 ln
�

1

πTt
sinh(πTt)

�
. (23)

The first term arises from the quantum vacuum fluctuations while the sec-
ond is due to the thermal ones. Expression (23) reduces to Γ(t) ∼ ω2

c t
2 for

t < ω−1
c , Γ(t) ∼ 2 ln ωct for ω−1

c < t < T−1, and Γ(t) ∼ Tt for t > T−1.

11

(see also Unruh 1995). Let us first note that thermal fluctuations can affect
the qubit dynamics only for times longer than the characteristic thermal
frequency T . For t < T−1 only vacuum quantum fluctuations contribute to
the dephasing process.

Furthermore the quantity G(ω)|g(ω)|2 is in general characterized by a cut-
off frequency whose specific value depends on the particular nature of the
physical qubit under investigation. For example if the noise field is a phonon
field the natural cutoff can be identified with the Debye frequency. More
generally we can think of the cutoff as due to some characteristic length
scale in our system below which the qubit-environment coupling decreases
rapidly. Therefore we assume (dk/dω)G(ω)|g(ω)|2 ∝ ωne−ω/ωc . The expo-
nent n will depend on the number of dimensions of the field. In our analysis
we will concentrate our attention to the case of one-dimensional field, for
which n = 1 and of three-dimensional field, for which n = 3. It is evi-
dent that the so-called quantum vacuum fluctuations will contribute to the
dephasing process only for times t > ω−1

c .

We can identify three time regimes of decoherence:

• a ”quiet” regime, for t < ω−1
c , where the fluctuations are ineffective in

the decoherence process

• a quantum regime, for ω−1
c < t < T−1, where the main cause of

coherence loss are the quantum vacuum fluctuations

• a thermal regime, for t > T−1, where thermal fluctuations play the
major role in eroding the qubit coherence.

In order to have some semiquantitative picture of the time dependence of
the decoherence we need to specify the frequency dependence of the density
of states and of the coupling. The case of one-dimensional field (n = 1) has
already received some attention in literature, in this case

Γ(t) ∝
�

dωe−ω/ωc coth
�

ω

2T

�
1− cos(ωt)

ω
. (22)

An analytic solution of (22) can be obtained in one dimension in the low
temperature limit (ωc � T ):

Γ(t) ∝ ln(1 + ω2
c t

2) + 2 ln
�

1

πTt
sinh(πTt)

�
. (23)

The first term arises from the quantum vacuum fluctuations while the sec-
ond is due to the thermal ones. Expression (23) reduces to Γ(t) ∼ ω2

c t
2 for

t < ω−1
c , Γ(t) ∼ 2 ln ωct for ω−1

c < t < T−1, and Γ(t) ∼ Tt for t > T−1.
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frequency T . For t < T−1 only vacuum quantum fluctuations contribute to
the dephasing process.

Furthermore the quantity G(ω)|g(ω)|2 is in general characterized by a cut-
off frequency whose specific value depends on the particular nature of the
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nent n will depend on the number of dimensions of the field. In our analysis
we will concentrate our attention to the case of one-dimensional field, for
which n = 1 and of three-dimensional field, for which n = 3. It is evi-
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Example: Qubit and pure decoherence"
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These three regimes can be easily identified in Fig.(4), which shows the

decoherence of a single qubit induced by a one-dimensional field for the

particular choice ωc/T = 100.

It is also interesting to consider the three dimensional field case (n = 3),

where the integral can be evaluated exactly:

Γ(t) ∝
�

dω ωe−ω/ωc coth

�
ω

2T

�
[1− cos(ωt)]

∝ 2T 2
�
2ζ

�
2,

T

ωc

�
− ζ

�
2,

T

ωc
(1 + iωct)

�
− ζ

�
2,

T

ωc
(1− iωct)

��

+ω2
c

�
1

(1 + iωct)2
+

1

(1− iωct)2
− 2

�

. (24)

where ζ(x, y) is the generalized Riemann zeta function. In Fig.(5) is shown

the decay of a single qubit as a function of time and as a function of the

ratio η = ωc/T in the case of a one-dimensional (a) and three-dimensional

(b) fields. In (a) the coherence always decays to zero. For η ∼ 1 this decay

is dominated by the thermal fluctuations of the reservoir and it is therefore

exponential. However, for large η there is an intermediate region where

the vacuum fluctuations dominate and the decay is roughly linear before

the thermal regime takes over. In all cases there is a short t region where

almost no decay is present. As η decreases, the decay onset moves towards

larger t. This is because the cut-off frequency ωc determines the extent of

the ”quiet” regime. In (b) the system shows a very different behaviour:

the decoherence saturates to a value determined by η. This difference in

behaviour is reminiscent of the dimensional differences observed in various

models of phase transitions (Ma 1976) and is due to the suppressed influence

of low frequency fluctuations in three dimensions. It should however be

pointed out that at longer timescales, when T1 processes involving exchange

of energy between qubit and environment take place, this residual coherence

will disappear.

5 Decoherence of Quantum Registers

In the present literature on decoherence processes in quantum computation

it is usually assumed that in a register of length L each qubit interacts

individually with a different reservoir. In this case all the analysis of the

relevance of dissipation from the complexity viewpoint is done assuming

that ΓL(t) ∼ LΓ(t) (see next section). In this section we discuss in which
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Example: Qubit and pure decoherence"

•  We can further define the scaled cut-off quantity 
and time in units of 1/T, we get the following picture"

Figure 4: Decoherence of a single qubit for a one-dimensional field density

of states for ωc/T = 100 . Time is in units of T−1
and the proportionality

factor is equal to 0.1. The three decay regimes can be easily identified.

Figure 5: Decoherence of a single qubit as a function of time and of the

ratio η = ωc/T . Time is in units of T−1
and the proportionality factor has

been set equal to 0.1. Here (a) shows the result of a numerical integration

of Eq. (22) for the one-dimensional density of states while (b) shows of the

exact solution for the three-dimensional density of states (Eq.24)

Figure 6: The decay of two qubit coherence in the case of the shared reser-

voir with one-dimensional density of states (Eq. 37). We have set η = 1 and

the proportionality factor is chosen such that at the limit of large ts we get

the results of Fig. 5(a). In (a) we see how the decay is cancelled out , and

in (b) we see how it is amplified , when ts is small. The onset of decay does

not change with ts.

Figure 7: The decay of two qubit coherence in the case of the shared reser-

voir with three-dimensional density of states (Eq. 38). We have set η = 1

and the proportionality factor is chosen such that at the limit of large ts we

get the results of Fig. 5(b). In (a) we see how the decay is cancelled out,

and in (b) we see how it is amplified, when ts is small. The saturation of

the decay is present in both cases, though.
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General approach to open quantum systems"

•  Now we try to get a more general description for the open system 
dynamics when coupled to an environment described by a spectrum of 
bosonic excitations. 
"

•  Again, we assume as the initial state 
(we omit the hats from operators). 
"

•  For the total system we assume unitary time evolution 
 
 
and we also have  
 
 
as the reduced system density operator, that gives system-related 
expectation values via"

ρ(0) = ρS(0)⊗ ρE

ρ(t) = U(t, 0)[ρS(0)⊗ ρE ]U†(t, 0)

ρS(t) = TrE [ρ(t)]]

�AS� = TrS(ASρS)
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General approach to open quantum systems"

•  As a starting point we take the Liouville-von Neumann equation 
 
 
 
which becomes now 
 
 
 
and remembering that  
 
"

•  It can be shown that the above evolution is equivalent to a dynamical 
map V(t)"

H = HS ⊗ IE + IS ⊗HE + HSE

ρS(t) = V (t)ρS(0)

i�dρS

dt
= TrE([H,ρ ])

i�dρ

dt
= [H,ρ ]
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Dynamical maps and semigroups"

•  The dynamical map is important, because if we assume that the 
environment maintains no memory about its interaction with the 
system (Markovian approximation), then 
 
 
and the elements of the map for a dynamical semigroup. 
"

•  After some mathematical steps one eventually obtains the general 
form 
 
 
 
where" " ",       are non-negative, constant rates, and 

"are specific quantum processes in  
"

•  This is ofthen called master equation in Lindblad form (although 
Gorini, Kossakowski and Sudarshan published it in 1976)."

V (t1 + t2) = V (t1)V (t2), t1, t2 ≥ 0

i�dρS

dt
= [HS , ρS ] + i

N2−1�

k=1

γk(AkρSA
†
k −

1
2
A

†
kAkρS −

1
2
ρSA

†
kAk)

N = Dim(HS) γk

{Ak} HS
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Scattering approach to the Lindblad form"

•  Interestingly, there is an alternative way to view the irreversible 
dynamics. Let us consider the evolution as a series of scattering 
events, where a perturbative encounter lasts for a time ∆t, and again, 
there is no memory carried in the environment between the events, 
nor relevant system evolution during the very short ∆t. 
"

•  We describe the process via the scattering matrix S: 
 
 
and the reaction matrix T: 
 
"

•  Normalization in preserved during an event, thus we have 
 
 
which leads to "

ρ(t + ∆t) = S(∆t)ρ(t)S†(∆t)

S = 1 + iT

S†S =
�
1− iT†� (1 + iT) = 1

−i
�
T−T†� = 2Timag = T†T
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Scattering approach to the Lindblad form"

•  Next we assume that there is a distinguishable set of events, 
characterized by       and rate     . 
"

•  One can calculate the change in density matrix as an ensemble 
average 
 
 
 
 
"

•  We can denote the ensemble average with an overbar as usual, take 
the system Hamiltonian H into account, and divide both sides with ∆t, 
and take the limit "      :"

Tj rj

∆ρ = ρ(t + ∆t)− ρ(t)

=
�
j

rj

�
i
�
Tjρ− ρT†

j

�
+ TjρT

†
j

�
∆t.

∆t→∞

dρ

dt
= − i

� [H,ρ ] + i

�
Tρ− ρT†

�
+ TρT†.
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Scattering approach to the Lindblad form"

•  By writing " " "   we get 
 
 
 
 
 
"

•  We see that this approach gives even the dressing or renormalization 
of the system states by the environment interaction (e.g. Lamb shift). 
"

•  We now assume for T the following decomposition into specific system 
state projections with specific project-related rate: 
"

T = Treal + iTimag

dρ

dt
= − i

�
��

H − �Treal

�
, ρ

�
−

�
Timagρ + ρT†

imag

�
+ TρT†

= − i

�
��

H − �Treal

�
, ρ

�
− 1

2

�
T†Tρ + ρT†T

�
+ TρT†,

T =
�

k

λktk, tk = |χk��ψk|
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Scattering approach to the Lindblad form"

•  If we assume that different reactions lack coherence, we have  
 
 
 
which leads to the final form 
 
 
 
"

•  Thus this alternative approach allows one to obtain the master 
equation in Lindblad form, describing the trace-preserving irreversible 
quantum dynamics of an open quantum system."

λkλn = λ2
kδkn

dρ
dt = − i

� [H,ρ ]− 1
2

�
k

λ
2
k

�
t
†
ktkρ + ρt

†
ktk − 2tkρt

†
k

�
.
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Complete positivity and the Lindblad form"

•  Let us consider the case when S and E are already entangled by the 
interaction. Now we assume a general linear operation on system only. 
"

•  The result must be a density operator that has only non-negative 
eigenvalues, otherwise the operation is non-physical. 
"

•  This is the requirement of complete positivity (CP). 
"

•  It can be shown that an operation L is CP iff it can be written as  
 
 
where we have again the Kraus operators, and the operation is trace-
preserving. 
"

•  This is not quite the Lindblad for, but let us demand that the dynamics 
of the density operator is CP and trace preserving."

L(ρ) =
�

i

A†
iρAi,

�

i

AiA
†
i = 1
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Complete positivity and the Lindblad form"

•  Let us add the operator X and demand that the trace of the system 
density operator is preserved (i.e., the trace of the time derivative is 
zero): 
 
 
"

•  It is clear that the above requirement sets 
 
 
 
and we recover the Lindblad form. 
"

•  CP is a crucial component in showing that the Lindblad form is the 
most general form that one can obtain for Markovian (memoryless) 
evolution."

d

dt
ρ =

�

i

A†
iρAi −Xρ− ρX

X =
1
2

�

i

AiA
†
i
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Microscopic perturbative description"

•  Consider again 
 
 
and letʼs use the interaction picture so that 
 
 
"

•  Clearly we can take an iterative approach and write 
 
 
"

•  Next we insert this into the original equation and take the trace over 
the environment, obtaining (note that " " "    ) "

H = HS ⊗ IE + IS ⊗HE + HSE

i�dρ

dt
= [HSE , ρ]

ρ(t) = ρ(0)− i

�

� t

0
dt

� [HSE(t�), ρ(t�)]

dρS(t)
dt

= − 1
�2

� t

0
dt

� TrE ([HSE(t), [HSE(t�), ρ(t�)]])

TrE([HSE(t), ρ(0)] = 0
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Microscopic perturbative description"

•  We stop iterations here, to the second order, and start making 
approximations. It means effectively that we assume a weak coupling 
between system and its environment. 
 
 
 
"

•  First we make the Born approximation by assuming that the 
environment is not affected by the interaction with the system so that 
we have 
 
for all times t. 
"

•  The next step is a part of the Markov approximation. We assume that 
the past of the system does not affect the future (only the present 
density operator): "

dρS(t)
dt

= − 1
�2

� t

0
dt

� TrE ([HSE(t), [HSE(t�), ρ(t�)]])

ρ(t) � ρS(t)⊗ ρE

ρS(t�)→ ρS(t)
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Redfield equation"

•  By making these two approximations we get 
 
 
 
 
This is the Redfield equation. 
"

•  To complete the Markov approximation we assume that any 
correlation between S and E induced by HSE decays faster than the 
time scale of variation for  
"

•  It means that we can set s = t – tʼ and extend the upper integration 
limit to infinity (if we do not, our eventual decay rates will not be 
constants …)"

dρS(t)
dt

= − 1
�2

� t

0
dt

� TrE ([HSE(t), [HSE(t�), ρS(t)⊗ ρE ]])

ρS(t)
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Born-Markov master equation"

•  Thus we have arrived to the Born-Markov master equation 
 
 
 
"

•  This equation is local in time, i.e., it contains the system density 
operator at time t only on both sides. 
"

•  To solve it exactly for some particular problem may not be simple. 
"

•  It is not quite equivalent with the Lindblad form. It turns our that to 
derive the Lindblad form from Born-Markov master equation one still 
needs to make the secular approximation, which is similar to the 
rotating wave approximation in quantum optics. 
"

•  Let us approach this last issue through a specific example."

dρS(t)
dt

= − 1
�2

� ∞

0
ds TrE ([HSE(t), [HSE(t− s), ρS(t)⊗ ρE ]])
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Two-state system with state change dynamics"

•  We continue with the Born-Markov master equation 
 
 
 
 
and the take the Hamiltonian 
 
 
 
 
 
 
 
Operator hats and vector markings from k have been omitted for 
simplicity. 
 
 
 
"

dρS(t)
dt

= − 1
�2

� ∞

0
ds TrE ([HSE(t), [HSE(t− s), ρS(t)⊗ ρE ]])

HSE =
�

k

(gkbk + gkb
†
k)

σx� �� �
(σ+ + σ

−)

HS =
�ωS

2
σz HE =

�

k

�ωkb
†
kbk
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Two-state system with state change dynamics"

•  Next we move to the interaction picture and obtain 
 
 
 
"

•  At this point we make the assumption that the fast-oscillating terms in 
HSE  do not contribute to the final result. Thus we get the new 
Hamiltonian (only oscillations with frequency differences are kept) 
 
 
 
"

•  This often referred to also as taking away the non-energy-conserving 
terms. 
"

HSE(t) =
�

k

(gkbke
−i(ωk−ωS)t

σ
+ + g

∗
kb

†
ke

i(ωk−ωS)t
σ
−)

HSE(t) =
�

k

(gkbke
−iωkt + g

∗
kb

†
ke

iωkt)(σ+
e
iωSt + σ

−
e
−iωSt)
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Two-state system with state change dynamics"

•  As we are solving the Born-Markov equation 
 
 
 
 
we need to evaluate 
 
 
 
The result will have four terms: 
 
 
"

TrE ([HSE(t), [HSE(t− s), ρS(t)⊗ ρE ]])

TrE(HSE(t)HSE(t− s)ρSρE −HSE(t)ρSρEHSE(t− s)
−HSE(t− s)ρSρEHSE(t) + ρSρEHSE(t− s)HSE(t))

dρS(t)
dt

= − 1
�2

� ∞

0
ds TrE ([HSE(t), [HSE(t− s), ρS(t)⊗ ρE ]])
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Two-state system with state change dynamics"

•  Here the thermal equilibrium and independence of the environment 
modes comes to help: only terms with  
 
 
will survive the trace over E and we need to keep only those terms. 
Let us also set "

�b†kbk� and �bkb†k� = 1 + �b†kbk�

HSE(t− s)HSE(t) =
�

k

|gk|2(bkb
†
kσ

+
σ
−

e
+i(ωk−ωS)s

+b
†
kbkσ

−
σ

+
e
−i(ωk−ωS)s)

HSE(t)HSE(t− s) =
�

k

|gk|2(bkb
†
kσ

+
σ
−

e
−i(ωk−ωS)s

+b
†
kbkσ

−
σ

+
e
+i(ωk−ωS)s)

� = 1
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Two-state system with state change dynamics"

•  For the sandwich terms we get 
 
 
 
 
 
 
 
 
 
 
"

•  Before proceeding let us assume that the k-sum can be transformed 
into a frequency integral:"

HSE(t)ρSρEHSE(t− s) =
�

k

|gk|2(bkσ
+
ρSρEb

†
kσ
−

e
−i(ωk−ωS)s

+b
†
kσ
−

ρSρEbkσ
+
e
+i(ωk−ωS)s)

HSE(t− s)ρSρEHSE(t) =
�

k

|gk|2(bkσ
+
ρSρEb

†
kσ
−

e
+i(ωk−ωS)s

+b
†
kσ
−

ρSρEbkσ
+
e
−i(ωk−ωS)s)

�

k

|gk|2 →
�

dωg2(ω)G(ω)
TrE(b†kbkρE) → �n(ω)�

TrE(bkb†kρE) → �n(ω) + 1�
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Two-state system with state change dynamics"

•  We can see that we get integrals of the type 
 
 
 
and  
 
 
 
Due to the Markov approximation we extended the time integration to 
infinity and now these integrals can be evaluated (time integral gives 
the delta-function as real part and and the prime value as imaginary 
part). 
"

•  We can write"

Γ±1 =
� ∞

0
ds

� ∞

0
dωg2(ω)G(ω)�n(ω)�e±i(ω−ωS)s

Γ±2 =
� ∞

0
ds

� ∞

0
dωg2(ω)G(ω)�n(ω) + 1�e±i(ω−ωS)s

Γ±1 =
1
2
γ1 ± i

1
2
S1

Γ±2 =
1
2
γ2 ± i

1
2
S2
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Two-state system with state change dynamics"

•  Our four terms now become eight 
 
 
 
 
 
 
 
and can be eventually cast into the form"

Γ−2 (σ+σ−ρS − σ−ρSσ+)

+Γ+
2 (ρSσ+σ− − σ−ρSσ+)

+Γ+
1 (σ−σ+ρS − σ+ρSσ−)

+Γ−1 (ρSσ−σ+ − σ+ρSσ−)

1
2
γ1(σ−σ+ρS + ρSσ−σ+ − 2σ+ρSσ−)

1
2
γ2(σ+σ−ρS + ρSσ+σ− − 2σ−ρSσ+)

+i
1
2
S1[σ−σ+, ρS ] + i

1
2
S2[σ+σ−, ρS ]
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Two-state system with state change dynamics"

•  We can see from 
 
 
 
 
 
 
 
 
that the first two lines give us the irreversible Lindblad form, and the 
two terms on the last line provide a shift to the system energies 
(renormalization, Lamb shift) and are usually ignored. 
 
 
 
"

1
2
γ1(σ−σ+ρS + ρSσ−σ+ − 2σ+ρSσ−)

1
2
γ2(σ+σ−ρS + ρSσ+σ− − 2σ−ρSσ+)

+i
1
2
S1[σ−σ+, ρS ] + i

1
2
S2[σ+σ−, ρS ]
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Two-state system with state change dynamics"

•  Finally, we can write 
 
 
 
 
 
 
 
 
Here " " "    is clearly a rate related to vacuum 
processes, i.e., it is the rate for spontaneous emission at T = 0.  
"

•  We can see that the first Lindblad term disappears at T = 0 and is 
related to the system absorbing energy from the environment. The 
second term relates to emission of energy into the environment, which 
can happen at T = 0 (spontaneous emission) and at T ≠ 0 (stimulated 
emission)."

i�dρS

dt
=[H �

S , ρS ]

− i�γ0

2
n(ωS)(σ−σ

+
ρS + ρSσ

−
σ

+ − 2σ
+
ρSσ

−)

− i�γ0

2
[n(ωS) + 1](σ+

σ
−

ρS + ρSσ
+
σ
− − 2σ−ρSσ

+)

γ0 = g2(ωS)G(ωS)
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Two-state system with state change dynamics"

•  The rate " "         contains the spectral density and the 
coupling evaluated at the exact resonance. This is due to the Markov 
approximation. 
"

•  In that sense the approach is similar to the Fermi Golden rule, 
which also gives transition rates that are proportional to the density of 
states at resonance. 
"

•  The Lindblad form allows one to identify clear processes in the system 
that happen with a certain rate due to the coupling to the environment. 
When combined with the concept of building quantum ensembles from 
single members it open possibilities for unravelling the master 
equation dynamics. 
"

γ0 = g2(ωS)G(ωS)


